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 A large data is generated in different organizations which are in text format. 
In such data the structured information is get shadowed in unstructured 
data. Measuring the semantic similarity between content and query is an 
important component in various tasks on the web search. The relation 
extraction, community mining, document mining and automatic metadata 
extraction is the various components in the web. Despite its usefulness the 
relatively measuring semantic similarity between the queries remains a 
challenging task. An empirical method is used to estimate semantic similarity 
using query and text snippets retrieved from a web search engine is a 
relative task in document of information. To improve the search accuracy 
various word co-occurrences is measured and integrate those data with the 
lexical pattern where the text is extracted. 
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INTRODUCTION 

With the massive growth of the web an explosion of 
information is accessible to internet users at the same 
time it has become even more critical for end users to 
explore the huge repository and find needed resources 
by simply following the hyperlink network. The search 
engines constitute the helpful tools for organizing 
information and extracting knowledge from the web. 
The search engines better understand the content of 
the pages, to retrieve the relevant results. Semantic 
search considers various points including context of 
search, variation of words, synonyms, queries, pattern 
matching and NLP queries provide the relevant search 
results. The word sense disambiguation occur when the 
user search for a pattern. When a term is ambiguous, it 
has several meanings and the disambiguation process is 
initiated where the most occurred meaning is chosen 
from all the possible words. Web content mining is the 
mining, extraction and integration of data, information 
and knowledge from the web page content. The 
heterogeneity structure permits much of the expanding 
information sources on the World Wide Web providing 
hypertext documents, automated discovery, search 
indexing tools of the internet and the World Wide Web. 
Web content mining is differentiated from two different 
points of views: information retrieval view and database 
view. Information view is done for unstructured data 
and semi-structured data. Bag of words are used and it 

is based on the statistics about single word isolation, to 
represent unstructured text and single word found in 
the data set. As for the database view, in order to have 
the information management and querying on the web, 
the mining tries to infer the structure of the website to 
transform a web site to become a database. The 
Semantic Web is an evolutionary progression of the 
World Wide Web in which the semantics of information 
and services are defined, making it possible for the web 
to satisfy user requests for web content. The 
applications in the Semantic Web can obtain an 
increased accuracy when processing information, 
providing the potential to improve the way in which 
search engines perform.  

II. RELATED WORK 

Danushka bollegala, Yutaka Matsuo, and Mitsuru 
Ishizuka [1] proposed a novel pattern extraction 
algorithm and pattern clustering algorithm is used to 
compare the patterns. Measuring the semantic 
similarity is based on combining the page counts and 
snippets based lexical pattern clusters.  

Joel Coffman and Alfred C [8] proposed a graph based 
approach to minimize the weight of the result trees in 
the relational database and it is normalized to eliminate 
the redundancy. Dynamic programming algorithm is 
used for the optimal group of tree and retains the 
search terms.  

http://www.ijicse.in/
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Weaver Ke Deng, Xin Li, Jiaheng Lu, and Xiaofang Zhou 
[11] proposed a keyword nearest neighbour expansion 
algorithm is used for better decision making keyword 
rating and Maximum ratings of objects that can be 
computed by the set of query keyword. 

Leonidas kaliipolitis, Vassils karpis [12] proposed a NLP 
technique that is used to parse and produce the 
automatic metadata for each document. The heuristic 
rules and ontology is used to achieve the semantic 
match in world news finder.  

Kevin Chen-Chuan Chang, Seung-won Hwang [10] 
proposed a top-k algorithm to compute the ranked 
queries of individual fuzzy predicates and is normalized 
to retrieve the top-k results. A text search engine orders 
the document by their relevance that is to the query 
terms.  

 Xiangji huang, hongfei lin [21] proposed a graph based 
approach where the multilingual words are extracted 
from the analysing of terms and concepts. The co- 
occurrence of words is calculated using a graph.  

Jihyum lee,jun-ki-mun,alice oh [6] proposed a 
Threshold algorithm used to the inverted index to 
retrieve top-k result efficiently. To improve the search 
accuracy, the pruning is done for unnecessary search 
space using length and weight thresholds in the sematic 
relationships.  

Sonal Kutade Poonam Dhamal [19] proposed a 
generation of structured metadata automatically using 
OpenNLP methods and Instant-fuzzy search, Proximity 
ranking in the process of annotation of documents.  

Jiwei Zhong, Haiping Zhu, Jianming Li and Yong Yu [7] 
proposed the conceptual graph matching algorithm that 
calculates the semantic similarity and computation 
complexity is constrained to be polynomial.  

Miriam Fernández, Iván Cantador, Vanesa López, David 
Vallet, Pablo Castells, Enrico Motta [15] proposed a 
innovative rank fusion technique that minimise the 
undesired effects of knowledge sparseness. The classic 
IR model is used to retrieve the information from the 
search engine. 

III. EXISTING SYSTEM 

The prior information extraction algorithms facilitate 
the structured relations to be extracted and they are 
expensive and inaccurate, when operating on top of 
text that does not contain any targeted structured 
information. An alternative approach that facilitates the 
generation of structured metadata is by identifying the 
documents that contains information and this 
information is useful for querying the database. To 
identify the metadata when the information exists in 
the document, instead of prompting users to fill in 
forms with information that is not in the document. The 

pattern matching will be done and each part of speech 
words are organized into taxonomies and each node is a 
set of synonyms represented in one sense. The stop 
words are ignored while parsing the string. The tokens 
will be separated from words and it will look for the 
related matches of the user query. Typically, a semantic 
relation can use more than one pattern. The patterns 
indicate that there exists a relation between X and Y. To 
identify the different patterns in same semantic relation 
it enables to represent the relation between two words 
accurately can be done in parsing. 

Correlation analysis of similarity 

This approach showed a significant improvement in 
calculating the semantic similarity in sentences is 
measured by combing the knowledge-based similarity 
measure and the corpus-based relatedness measure 
against corpus based measure taken. A Promising 
correlation between manual and automatic similarity 
results were achieved by combining data. The similarity 
between sentences is calculated using N-gram based 
similarity, and concepts in the two sentences are 
measured using a concept similarity measure and 
sentence.  

Ranking search results 

An automatic method to estimate the semantic 
similarity between words and entities using web search 
engines with the ranking search results. Accurately 
measuring the semantic similarity between words is 
problem in web mining, information retrieval, and 
natural language processing. The entity disambiguation 
requires the ability to accurately measure the semantic 
similarity between concepts or entities. Based on the 
similarity measures, the ranking takes place. 

DRAWBACKS OF EXISTING SYSTEM 

• The query workload is low in case of attribute 
suggestion. 
• The annotation process produces the partial result 
when the users share the data and accuracy will be low. 
• The content will be retrieved based on the partial 
and full match so there is large amount of result will be 
retrieved. 

IV. PROPOSED SYSTEM 

The applications deal with sequences requires 
computing the similarity of a pair (input, output) of 
strings. To propose a CADS (Collaborative Adaptive Data 
Sharing platform), which is “annotate-as-you create” 
infrastructure that facilitates data annotation based 
novel pattern extraction and a pattern clustering are 
evaluated. Page counts and snippets are useful 
information sources provided by most web search 
engines. Page count is the number of pages that contain 
the query words. The page count may not necessarily 
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be equal to the word frequency because the queried 
words appear many times on one page. To present an 
automatically extracted lexical syntactic patterns based 
approach that compute the semantic similarity between 
words and entities using text snippets retrieved from a 
web search engine. The annotation of document will be 
evaluated and given to the user query and the resultant 
query retrieved.  

The unstructured document will be analyzed and 
retrieve the result with the structured document as it 
improves the query processing. The query analyzer 
analyzes the document and retrieves the metadata 
information by processing natural language processor 
where the strings are parsed. Based on the strings the 
tokens are parsed and the semantic search will be 
processed and the adaptive word will be retrieved. 
Annotation (tagging) of shared data is necessary for 
effective searching and to support the advanced 
applications. The information sharing tools allow users 
to share and annotate documents. Collaborative search 
prioritizes and suggests attribute types that are used 
frequently by users that issue queries against the 
database. 

 
Figure 1: PROPOSED ARCHITECTCURE 

V. CONCLUSION  

The adaptive technique is used to suggest relevant 
attributes to annotate a document that satisfy the user 
querying needs. A probabilistic framework considers the 
document content and the query workload. The two 
ways are used to combine the data, content value and 
querying value: a model that considers both 
components are conditionally independent and a linear 
weighted model. To extend the work an automatically 
extracted lexical pattern based approach is to compute 
the semantic similarity between words and entities 
using text snippets that are retrieved from a web search 
engine. 
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